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In this paper, we investigate a novel approach based on the combination of Tucker-type
and canonical tensor decomposition techniques for the efficient numerical approximation
of functions and operators in electronic structure calculations. In particular, we study
applicability of tensor approximations for the numerical solution of Hartree–Fock and
Kohn–Sham equations on 3D Cartesian grids. We show that the orthogonal Tucker-type
tensor approximation of electron density and Hartree potential of simple molecules leads
to low tensor rank representations. This enables an efficient tensor-product convolution
scheme for the computation of the Hartree potential using a collocation-type approxima-
tion via piecewise constant basis functions on a uniform n� n� n grid. Combined with the
Richardson extrapolation, our approach exhibits Oðh3Þ convergence in the grid-size
h ¼ Oðn�1Þ. Moreover, this requires Oð3rnþ r3Þ storage, where r denotes the Tucker rank
of the electron density with r ¼ Oðlog nÞ, almost uniformly in n. For example, calculations
of the Coulomb matrix and the Hartree–Fock energy for the CH4 molecule, with a pseudo-
potential on the C atom, achieved accuracies of the order of 10�6 hartree with a grid-size n
of several hundreds. Since the tensor-product convolution in 3D is performed via 1D con-
volution transforms, our scheme markedly outperforms the 3D-FFT in both the computing
time and storage requirements.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction

A successful strategy to reduce the computational complexity in electronic structure calculations is based on a series of
low-rank tensor-product decompositions ranging from many-electron wavefunctions and related quantities, like electron
densities, up to Coulomb potentials representing inter-electronic interactions and external potentials due to atomic nuclei.
In particular, we mention linear combinations of Slater determinants, Gaussian-type orbital (GTO) basis sets, and the com-
monly employed Gaussian-transform of the Coulomb potential for the evaluation of integrals involving GTO basis functions.
We refer to [19,7,15] for a detailed exposition of these subjects.

Recently, the new approaches based on ‘‘optimal” tensor-product approximations (with respect to certain norms) have
been discussed in the literature. Here and in the following we refer to ‘‘optimal” in the sense of the best possible separable
approximation of a function
f ðxÞ �
XR

k¼1

h1;kðx1Þh2;kðx2Þ � � �hd;kðxdÞ; x 2 Rd; ð1Þ
. All rights reserved.
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for a given rank R, without any constraints imposed on the univariate components hi;k with i ¼ 1; . . . ; d. This format has been
frequently denoted as canonical decomposition in the literature. It is worth to note that the expression of a dth order tensor
as a sum of decomposable, i.e., rank-1 tensors, is known in mathematics since pioneering works by Hitchcock [20,21] (see [5]
for further references). It is well known long time ago that when d > 2, the best approximation in the form (1) might not
exist. Hence, in computational practice, the approximate representation (1) is calculated up to certain termination criteria.

Initiated by the work of Beylkin and Mohlenkamp [3], ‘‘optimal” tensor-product approximations for various potentials
and more general integral operators, with possible applications in quantum chemistry, have been discussed in the literature,
see [18,4,12–14,27,25,28] and references therein.

We focus on the tensor-product approximation of electron densities and the computation of Hartree potentials which
represents a major bottleneck for the numerical solution of Hartree–Fock and Kohn–Sham equations. Traditionally, GTO basis
sets have been extensively used for this purpose in quantum chemistry. Approximation of the electron density in a so-called
auxiliary GTO basis and subsequent analytic evaluation of the Hartree potential became known as density-fitting or resolu-
tion of the identity method, cf. Refs. [9,11,29], and turned out to be an essential improvement for the computational effi-
ciency. Although such kind of approach utilizes the separability of GTO basis sets, it seems that possible generalizations
concerning this issue are rarely discussed in the literature. An interesting exception is a paper by Almlöf [1] who considered
possible tensor-product concepts for an efficient evaluation of the Fock matrix. Recently a density-fitting scheme based on
‘‘optimal” tensor-product approximations (1) has been studied in Ref. [6]. It turned out that significant improvements be-
yond GTO basis sets can be achieved, however the unconstraint optimization of univariate components represents a gener-
ically ill-posed problem and rather sophisticated optimization techniques are necessary in order to achieve the required high
accuracies.

In this paper we systematically investigate a novel approach based on the combination of the orthogonal and canonical
tensor decomposition techniques for the efficient numerical approximation of functions and operators in electronic structure
calculations. The existence of low separation rank approximations for a class of analytic functions in Rd is proven in
[13,24,25] (see also Section 3 below). In particular, these results apply to the classical kernels 1=kxk; e�kxk and e�kxk=kxk,
x 2 Rd. The general concept of linear tensor-product operations in the orthogonal and canonical tensor formats have been
first described in [27]. The main motivation in the low separation rank representation of multidimensional functions and
operators is the tremendous reduction of numerical complexity from the linear in the volume size to the linear in the uni-
variate problem size. However, the main difficulty in practical application of tensor methods in higher dimension is the aris-
ing nonlinear approximation problem. This opens a number of challenging mathematical problems to be solved in the future.

The orthogonal rank-ðr1; . . . ; rdÞ format (sometimes called the Tucker decomposition due to [32]) poses orthogonality con-
straints on the univariate components which turns the optimization into a well-posed problem. The orthogonal decompo-
sition is traditionally applied in independent component analysis, where it was usually treated as a method with
moderate accuracy requirements. The existence of such an approximation is proven in [24]. The commonly used numerical
method to compute the orthogonal rank-ðr1; . . . ; rdÞ approximation is based on the alternating least squares (ALS) iteration
[8]. The convergence theory is known for the class of rank-1 tensors, and in the case of orthogonally decomposable tensors
[34]. Potential applications for large scale problems in quantum chemistry have been already shown recently in [24,27],
where one can find a thorough description of tensor operations in the orthogonal rank-ðr1; . . . ; rdÞ format.

The main result of the paper is the efficient and accurate computation of the fully discrete representation to the Hartree
potential on the Cartesian n� n� n grid (further denoted by n�3) via the fast tensor-product convolution [26,27] at the cost
of OðR1R2nÞ operations. Here R1; R2 denote the separation rank of the Coulomb potential and electron density, respectively.
For a precise definition of these ranks we refer to Section 3. We want to mention that R1; R2 only weakly depend on the grid
spacing and can be considered as almost uniformly bounded in the univariate problem size n, cf. our discussion in Section 2.
It should be also noted that the input data for the discrete convolution product are usually given with an initial rank R� R1.
Applying the two-level scheme [27], we first compute its rank-r Tucker approximation and then compress the small size core
tensor to the rank-R1 canonical decomposition.

An essential new feature of this scheme is that convolutions require only 1D-FFTs (i.e. Oðn log nÞ operations) instead of
3D-FFTs (i.e. Oðn3 log nÞ operations) as in traditional approaches.1 Therefore, it is possible to perform convolutions involving
tensor-product approximations with much lower complexity compared with the volume grid-size n3 (see Remark 2.4). Further-
more, storage of the full 3D-grid is no longer required, which provides another potentially significant advantage with respect to
the conventional methods of Oðn3Þ complexity. The latter might become computationally infeasible just because of storage lim-
itations for very large systems or high grid resolutions.

For simplicity we restricted ourselves to the Hartree–Fock method. We want to mention however that the techniques to
be discussed in the following can be as well applied to Kohn–Sham equations in the density functional theory (DFT). The
Hartree–Fock method provides a mean-field approximation for the ground state of many-electron systems. This implies
the solution of a nonlinear eigenvalue problem
1 For
program
�1
2

Dþ Vnuc þ VH � Vx

� �
wiðxÞ ¼ �iwiðxÞ; ð2Þ
example, a large variety of plane wave and wavelet based methods exhibiting linear scaling in the number N3 ¼ n3 of grid points, see e.g. the BigDFT
[22,23].
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for the N=2 lowest eigenvalues �i and spatial eigenfunctions wi ði ¼ 1; . . . ;N=2Þ, in the case of a closed-shell N electron sys-
tem. The Hartree–Fock equation (2) corresponds to a nonlinear single-particle Schrödinger equation in R3 where the poten-
tials VH and Vx represent a mean-field acting on a single electron which is generated by the remaining N � 1 electrons in the
system. Furthermore, an external potential Vnuc contains the bare Coulomb- or pseudopotentials of the nuclei. Within the
present work, we focus on the computation of the Hartree potential
VHðxÞ :¼
Z

R3

qðyÞ
jx� yj dy; ð3Þ
which corresponds to a convolution of the Coulomb potential with the electron density
qðyÞ ¼ 2
XN=2

b¼1

wbðyÞw�bðyÞ: ð4Þ
The remaining term is the nonlocal exchange operator
ðVxwaÞðxÞ :¼
XN=2

b¼1

Z
R3

waðyÞw�bðyÞ
jx� yj wbðxÞdy; ð5Þ
which has to be replaced by a local exchange-correlation potential in the Kohn–Sham equations.
The paper is organized as follows. In Section 2, we introduce the orthogonal Tucker decomposition and study the corre-

sponding approximations for all-electron densities of several simple molecules in order to demonstrate exponential conver-
gence with respect to the tensor rank. In Section 3, using sinc quadrature based approximations to the Coulomb potential
[13,17,24], we consider the computation of Hartree potentials within a fully discrete tensor-product collocation scheme
(cf. [26]) on a 3D Cartesian grid. A numerical example is provided for the pseudodensities of the CH4 molecule, obtained
by using a pseudopotential at the C atom. Finally, in Section 4 we recover the Galerkin matrix of the approximate Hartree
potential in a GTO basis and calculate the corresponding errors in the Hartree–Fock energy.

2. Tucker-type approximation of electron densities

2.1. General definitions

We introduce the linear space of real-valued dth order tensors
A ¼ ½ai1 ���id 	 2 RI ; I ¼ I1 � � � � � Id; I‘ ¼ f1; . . . ;n‘g; ‘ ¼ 1; . . . ;d;
with the scalar product defined as
hA;Bi :¼
X

ði1 ;...;idÞ2I
ai1 ���id bi1 ���id for A; B 2 RI : ð6Þ
The corresponding Euclidean norm is given by kAk :¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hA;Ai

p
.

For given vectors Uð‘Þ 2 RI‘ with components Uð‘Þ ¼ uð‘Þi‘

n o
i‘2I‘

, we use the notion of the outer product ‘‘�” of vectors, which
form the canonical rank-1 tensor
U ¼ Uð1Þ � � � � � UðdÞ 2 RI ;
defined by entries
ui1 ���id ¼ uð1Þi1
� � �uðdÞid

:

In the orthogonal Tucker decomposition, we approximate any tensor A 2 RI up to a given accuracy e > 0, by a tensor AðrÞ with
r ¼ ðr1; . . . ; rdÞ defined by
AðrÞ ¼
Xr1

k1¼1

� � �
Xrd

kd¼1

bk1 ���kd
� V ð1Þk1

� � � � � V ðdÞkd
� A; bk1 ���kd

2 R; ð7Þ
where V ð‘Þk‘
2 RI‘ ð‘ ¼ 1; . . . ; dÞ, and B ¼ ½bk	 2 Rr1�����rd is called the core tensor. Here V ð‘Þk‘

; 1 6 k‘ 6 r‘
n o

are linear independent
vectors for each fixed ‘, hence without loss of generality, we assume that they are mutually orthogonal, i.e.,
Vð‘Þ ¼ V ð‘Þ1 V ð‘Þ2 � � �V

ð‘Þ
r‘

h i
2 Rn‘�r‘ are orthogonal matrices.

The representation (7) means that for given set of rank-parameters r‘ 6 n‘ ð‘ ¼ 1; . . . ; dÞ, any tensor can be decomposed
approximately into r1r2 � � � rd outer products (respectively, rd if r1 ¼ � � � ¼ rd ¼ r), which requires only r1 þ � � � þ rd canonical
components V ð‘Þk‘

of size n‘ and rd coefficients fbkg for its representation. The important parameter
r ¼ max
‘
fr‘g
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is called the Tucker rank. To make the approximation numerically efficient, we have to satisfy the condition
r‘ 
 n‘ ð‘ ¼ 1; . . . ; dÞ, which is usually the case in electronic structure calculations.

The canonical decomposition (CANDECOMP) or parallel factors (PARAFAC) model (shortly, the canonical model) represents
a tensor by a sum of rank-1 non-orthogonal components as follows
AðRÞ ¼
XR

k¼1

ck � Uð1Þk � � � � � UðdÞk ; ck 2 R; ð8Þ
with normalised components Uð‘Þk 2 RI‘ ð‘ ¼ 1; . . . ; dÞ. The minimal parameter R in the above representation is called the rank
(or canonical rank) of a tensor.

2.2. On theoretical validation of the tensor-product approximation

The existence of low-rank orthogonal and canonical approximations in the form (7) or (8) can be proven for the class of
function related tensors [13,24,17,25]. The results directly apply to the convolving kernel defined by the Coulomb potential
1
kxk, the Yukawa potential e�lkxk

kxk , as well as to the functions obtained as a finite sum
PM

k¼1e�kkkxk (represents the typical singu-
larities of the electron densities). In electronic structure calculations the tensor decomposition of electron densities can be
computed by algebraic nonlinear approximation methods.

In the following, we discuss the existence of efficient tensor decompositions for the class of function related tensors (FRT)
obtained by the discretisation of multivariate function g on tensor-product grid. The approximated function is supposed to
be analytic with the exception of few singularity points. For p ¼ 1;2, we define the hypercube X :¼ Pd � Rd with
P :¼ ½a0; b0	p; a0; b0 2 R, where d ¼ dp. In the case p ¼ 1 we consider the functions g : X! R (say, density functions), while
the choice p ¼ 2 corresponds to g : X�X! R (kernel functions). To fix the idea, we consider the case p ¼ 2.

Let x‘ ð‘ ¼ 1; . . . ; dÞ be a tensor-product grid of uniform meshes on P :¼ ½a0; b0	2, indexed by I ‘ ¼ I‘;1 � I‘;2 with I ‘ being
the product index set such that for i‘ ¼ ði‘;1; i‘;2Þ 2 I ‘, we have I‘;1; I‘;2 ¼ In :¼ f1; . . . ;ng ð‘ ¼ 1; . . . ; dÞ. Furthermore, let
xd :¼ x1 � � � � �xd be the corresponding tensor-product lattice in the hypercube X :¼ Pd. We denote by xð1Þi1 ; . . . ; xðdÞid

n o
with

i‘ 2 I ‘ ð‘ ¼ 1; . . . ; dÞ a set of cell-centered collocation points living on the tensor-product lattice Xcol.
Notice that the matrix decomposition corresponds to the choice p ¼ 2. In this case we introduce the reordered index set of

pairs M‘ :¼ fm‘ : m‘ ¼ ði‘; j‘Þ; i‘; j‘ 2 Ing ð‘ ¼ 1; . . . ; dÞ, so that I ¼M1 � � � � �Md with M‘ ¼ In � In.
The Nyström and Galerkin approximations to function related tensors were described in [13,24]. In the following, we fo-

cus on the collocation-type schemes (see [24,17,25]), which are based on tensor-product ansatz functions
wjðy1; . . . ; ydÞ ¼
Yd

‘¼1

wj‘
‘ ðy‘Þ; j ¼ ðj1; . . . ; jdÞ 2 I1 � � � � � Id: ð9Þ
Definition 2.1. Given the tensor-product basis set (9), we introduce the variable fð‘Þi‘
:¼ ðxð‘Þi‘

; y‘Þwith the collocation point xð‘Þi‘
and y‘ 2 ½a0; b0	, the pair m‘ :¼ ði‘; j‘Þ 2 M‘ and define the collocation-type dth order FRT by
A � AðgÞ :¼ ½am1 ���md 	 2 RM1 � � � � �Md with
am1 ���md
:¼
Z

X
gðfð1Þi1

; . . . ; fðdÞid
Þwjðy1; . . . ; ydÞdy; m‘ ¼ ði‘; j‘Þ 2 M‘: ð10Þ
In numerical calculations involving integral operators (e.g., arising in classical potential theory or from the Hartree–Fock,
Kohn–Sham and Boltzmann equations), n may vary from several hundreds to several thousands, therefore, for d P 2, a naive
‘‘entry-wise” representation to the fully-populated tensor (matrix) A in (10) amounts to substantial computer resources, at
least of the order OðndpÞ.

We consider a class of multi-variate functions g : Rd ! R parametrised by gðfÞ ¼ GðqðfÞÞ � GðqÞ with
q � qðfÞ ¼ q0ðf

ð1ÞÞ þ � � � þ q0ðf
ðdÞÞ > 0; q0 : R2 ! Rþ, corresponding to p ¼ 2; fð‘Þ ¼ ðx‘; y‘Þ (cf. Definition 2.1). Here the uni-

variate function G : Rþ ! R can be represented via the Laplace transform
GðqÞ ¼
Z

Rþ

GðsÞe�qs ds:
Without loss of generality, we introduce one and the same scaling function
/ið�Þ ¼ /ð� þ ði� 1ÞhÞ; i 2 In; ð11Þ
for all spatial dimensions ‘ ¼ 1; . . . ; d, where h > 0 is the mesh parameter.
For i 2 In, let f�xig 2 Xcol be the set of cell-centred collocation points on ½a; b	. For each ði; jÞ 2 In � In, we introduce the

parameter dependent integral
Wi;jðsÞ :¼
Z

R2
e�q0ð�xi ;yÞs/ðyþ ðj� 1ÞhÞdy; s P 0: ð12Þ
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Theorem 2.2 ([24,17], Canonical approximation). Assume that:

(a) GðsÞ has an analytic extension GðwÞ; w 2 XG, into a certain domain XG � C which can be mapped conformally onto the strip
Dd :¼ fz 2 C : jImzj < dg, such that w ¼ uðzÞ; z 2 Dd and u�1 : XG ! Dd;

(b) for all ði; jÞ 2 I � J the transformed integrand
2 A d
f ðzÞ :¼ u0ðzÞGðuðzÞÞ
Yd

‘¼1

Wi‘ j‘ ðuðzÞÞ; ð13Þ
belongs to the Hardy space H1ðDdÞ;
(c) the function f ðtÞ; t 2 R, in (13) has either exponential (c1) or hyper-exponential (c2) decay as t ! 
1.

Then, for each M 2 Nþ, the FGT(C), AðgÞ, defined on ½a; b	d allows an exponentially convergent symmetric2 rank-r canonical
decomposition AðrÞ, such that we have
kAðgÞ � AðrÞk1 6 Ce�aMm
with r ¼ 2M þ 1; ð14Þ
where m ¼ 1
2 ; a ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
2pdb
p

in the case (c1) and with m ¼ 1; a ¼ 2pdb
logð2paM=bÞ in the case (c2).

Let x; y 2 Rd; p ¼ 2, and define q ¼ kx� yk2 ¼ f2
1 þ � � � þ f2

d with f‘ ¼ x‘ � y‘ : R2 ! R. Theorem 2.2 can be applied to the
family of functions
gðx; yÞ � gðfÞ :¼ 1=qk with k 2 R>0; f 2 Rd � Rd;
which arises in potential theory, in quantum chemistry and in computational gas dynamics. The choice k ¼ 1=2 corresponds
to the classical Newton potential, while k ¼ �1=2 refers to the Euclidean distance function. Low separation rank decompo-
sition to the multi-variate functions 1=q; 1=

ffiffiffiffiqp and to the related Galerkin approximations were discussed in [13,14,24],
while the kernel function e�l ffiffiffiqp =

ffiffiffiffiqp ; l 2 R, was analysed in [25].
Let us take a closer look to the collocation-type FRT corresponding to the Newton potential 1=

ffiffiffiffiqp in the hypercube
½�R;R	3 2 R3. As a basic example, we consider piecewise constant finite elements on the uniform grid with step-size
h > 0, defined by scaling functions /ðxÞ ¼ wðxÞ associated with a tensor-product grid. Again, we let f�xig be the set of
cell-centred collocation points.

In our case, for the function in (12) we have q0ðx; yÞ ¼ ðx� yÞ2 ðx; y 2 RÞ, hence, setting d ¼ 3 and making use of the
Gaussian-transform
GðqÞ � 1ffiffiffiffiqp ¼ 2ffiffiffiffi
p
p

Z
Rþ

e�qs2
ds;
we obtain
Wi;jðsÞ ¼ Wji�jjðsÞ :¼
Z

R2
e�s

2ð�xi�yÞ2 /jðyÞdy; s P 0; i; j 2 In
(see (12) and (11) for the definition of Wi;j; /j). Theorem 2.2 now implies the following result.

Lemma 2.3. The FRT for the Newton potential 1=
ffiffiffiffiqp for d ¼ 3, allows a canonical approximation in any finite hypercube

½�A;A	3 � ½�A;A	3 2 R3 � R3 with exponential convergence rate as in (14), where m ¼ 1=2.
2.3. Rank structured approximation of the electron densities

Below we consider approximating properties of the orthogonal Tucker-type representations (7) in R3 for electron densi-
ties of some simple molecules. We apply the ALS iterative scheme described in [8,27,28] to compute the low-rank tri-linear
approximations for electron densities of the H atom, LiH, CH4; C2H6 and H2O molecules.

Remark 2.4. The Tucker model applied to a fully populated tensor of size n�3 has the complexity of order Oðn4Þ (storage and
computational time). If the input tensor is already presented in the rank-R canonical format then the corresponding
canonical-to-Tucker ALS method with the Tucker rank r has the complexity in the range OðrRnÞ � Oðr2RnÞ, depending on the
problem setting (see Section 2.4.2 in [27,28]). Notice that the so-called cross approximation method of complexity Oðr3nÞ
was recently proposed in [30].

In Sections 3 and 4 both the Tucker-type and canonical decompositions are used in the fast computation of the convolu-
tion product in R3 appearing as the main ingredient in the Fock operator.
th order tensor is called symmetric if it is invariant under arbitrary permutations of indices in f1; . . . ; dg.
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The reference orbitals and electron densities of the mentioned molecules are given in the form of an expansion by
‘‘Cartesian Gaussian” basis functions, i.e.,
wðxÞ ¼
XR0

k¼1

lkðx1 � A1;kÞ‘kðx2 � A2;kÞmk ðx3 � A3;kÞnk expð�akðx� AkÞ2Þ; ð15Þ
with
ðx� AkÞ2 ¼ ðx1 � A2;kÞ2 þ ðx2 � A2;kÞ2 þ ðx3 � A3;kÞ2; x ¼ ðx1; x2; x3ÞT 2 R3;
where the parameters of the representation are taken from the standard quantum chemistry package MOLPRO [33] (cf. Ref [10]).
The electron densities of the considered molecules are represented in the form
qðxÞ :¼
XK

a¼1

w2
aðxÞ ¼

XK

a¼1

XR0

k¼1

Pk;aðxÞe�akðx�AkÞ2
 !2

; ð16Þ
where K is the number of electron pairs and R0 is the number of GTO basis functions given by expansion (15) for orbitals
waðxÞ.

Recall that in the case of the H atom the orbital and electron density are given explicitly by
/ðxÞ ¼ Ca expð�ajxjÞ with x 2 R3;
with a ¼ 1 for the orbital and a ¼ 2 for the electron density.
We assume that any particular molecule is embedded in a certain fixed computational box ½�A;A	3 with a suitable A > 0.

Let x3 � ½�A;A	3 be a uniform n� n� n tensor-product grid indexed by I ¼ I1 � I2 � I3. For each particular molecule we use
the following physically relevant parameters: A ¼ 10 bohr , R0 ¼ 10 for H atom, A ¼ 7 bohr, R0 ¼ 34 for LiH, A ¼ 5 bohr,
R0 ¼ 55 for CH4; A ¼ 5:8 bohr, R0 ¼ 96 for C2H6 and A ¼ 10 bohr, R0 ¼ 41 for H2O.

For a given continuous function g : ½�A;A	3 ! R, we introduce the collocation-type function related tensor of order 3 by
A0 � AðgÞ :¼ ½ai1 i2 i3 	ði1 ;i2 ;i3Þ2I 2 Rn�n�n with ai1 i2 i3 :¼ g xð1Þi1
; xð2Þi2

; xð3Þi3

� �
;

where xð1Þi1
; xð2Þi2

; xð3Þi3

� �
2 x3 are the grid collocation points. In our applications, the function g is defined by the electron density

q as in (16). Then tensor A0 is approximated by a rank r ¼ ðr; r; rÞ Tucker-type representation for a sequence of rank-param-
eters r ¼ 1;2; . . . ; r0. The orthogonal vectors and the corresponding core tensor of the size r�3 are then used for the recon-
struction of the approximating tensor AðrÞ � A0. All numerical multi-linear approximations are performed in MATLAB,
release 7.3.

For every rank-r Tucker-type approximation, we compute the relative error with respect to the Euclidean norm, as well as
the relative maximum error:
EðrÞFN ¼
kA0 �AðrÞk
kA0k

; EðrÞC :¼
max

i2I
ja0;i � ar;ij

max
i2I
ja0;ij

: ð17Þ
The relative difference of the norms denoted by
EðrÞFE ¼
kA0k � kAðrÞk
kA0k

6
kA0 �AðrÞk
kA0k

;

can be used as a stopping criteria (see [27] for the proof). The ALS iteration is terminated if the value of EðrÞFE reaches the ma-
chine precision.

Fig. 1 gives the approximation error with respect to the Tucker rank r for the LiH electron densities computed by (4) and
(15) for different grid sizes n�3. We see that for a fixed approximation error the Tucker rank remains to be almost indepen-
dent on the univariate problem size n. The approximation errors shown in Fig. 2 verify exponential convergence of the
orthogonal Tucker approximation (in the rank-parameter r) of electron densities reaching the relative accuracy � 10�5 for
CH4; H2O and C2H6 with r ¼ 16.

The examples of orthogonal vectors V ð‘Þk ðk ¼ 1; . . . ;4; ‘ ¼ 1;3Þ, of the tensor-product decomposition for the H atom, LiH
and C2H6 molecules shown in Figs. 3 and 4 resemble the shape of the decomposed electron density along the corresponding
spatial axis. Due to orthogonality of the decomposition, the Tucker model appears to be suitable for constructing low-dimen-
sional problem-dependent orthogonal basis. Entries of the core tensor presented in Fig. 4 are the weights bk1k2k3 of the cor-
responding outer products of orthogonal vectors V ð1Þk1

� V ð2Þk2
� V ð3Þk3

, which compose the summands of AðrÞ in (7) for k‘ 6 6.
Numerical experiments demonstrate high approximation power of the problem-dependent orthogonal tensor-product

basis. For example, let B10 be the core tensor of the rank r ¼ 10 Tucker-type approximation of the electron density for the
CH4 molecule, while eBp represents the principal p� p� p subtensor of B10. We observe that the contribution of the subspace
span V ð‘Þk

n op

k¼1
ð‘ ¼ 1;2;3Þ to the relative Euclidean norm kB10�eBpk

kB10k
, is significant even for small p. In fact, already with p ¼ 3, the
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contribution from the first three orthogonal components, e.g., for 1 6 k 6 3, represents the relative ‘2-error with an accuracy
of about 0.01%. This means that the adaptive orthogonal basis obtained via the Tucker-type approximation with moderate
rank already represents the important physical quantities with satisfactory accuracy.
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3. Computing the Hartree potential by tensor-product convolution

3.1. General description

We consider the computation of the Hartree potential
VHðxÞ ¼
Z

R3

qðyÞ
jx� yj dy; x 2 R3; ð18Þ
by the discrete multi-dimensional tensor-product convolution on uniform grids in R3, described in Ref. [26]. The convolution
product is defined by
wðxÞ :¼ ðf HgÞðxÞ :¼
Z

R3
f ðyÞgðx� yÞdy f ; g 2 L2ðR3Þ:
Our particular choice is gðxÞ ¼ 1
jxj ; f ðxÞ ¼ qðxÞ; x 2 R3. Due to the physical prerequisites (orbitals and electron density have

exponential decay) the function f Hg is computed in some fixed box X ¼ ½�A;A	3 and f has its support in X.
We apply the standard collocation scheme to discretise the convolution product. First we introduce the equidistant

tensor grid x3;n :¼ x1 �x2 �x3 of collocation points fxmg in X; m 2 M :¼ f1; . . . ;nþ 1g3. Here
x‘ :¼ f�Aþ ðm� 1Þh : m ¼ 1; . . . ;nþ 1g ð‘ ¼ 1; . . . ;3Þ with mesh-size h ¼ 2A=n.

For given piecewise constant basis functions f/ig; i 2 I :¼ f1; . . . ;ng3, associated with x3;n, let fi ¼ f ðyiÞ be the represen-
tation coefficients of f in f/ig,
f ðyÞ �
X
i2I

fi/iðyÞ;
where yi is the midpoint of the grid-cell numbered by i 2 I . Now the projection-collocation scheme reads as
f Hg � ½wm	m2M; wm :¼
X
i2I

fi

Z
R3

/iðyÞgðxm � yÞdy; xm 2 x3:
As a first step, we precompute the projection coefficients
gi ¼
Z

R3

/iðyÞ
jyj dy; i 2 I :
Following [27], we compute wm by copying the corresponding portion of the discrete convolution in R3
FHG :¼ ½zj	; zj :¼
X
i2I

figj�iþ1; j 2 J :¼ f1; . . . ;2n� 1g3
; ð19Þ
centred at j ¼ n. Here the sum is over all i 2 I , which lead to legal subscripts for gj�iþ1, i.e., j� iþ 1 2 I . Based on 3D-FFT this
computation can be performed with Oðn3 log nÞ arithmetic operations.

3.2. Tensor-product convolution

The complexity can be reduced to OðnlogqnÞ based on the idea of low tensor rank approximation combined with the mul-
ti-linear algebra [27,26]. To that end, the coefficient tensor G ¼ ½gi	 2 RI for the Coulomb potential 1

jx�yj is approximated in the
rank-R canonical tensor format (see Section 2) using optimised sinc-quadratures [13,17,26], where the rank-parameter
R ¼ Oðj log ej log nÞ depends logarithmically on both the required accuracy and the problem-size n. In all computations
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presented below it was enough to choose the tensor rank in the range R 2 ½10;20	 to provide the desired accuracy. The third
order tensor F ¼ ½fi	 2 RI is approximated either in the rank r ¼ ðr; r; rÞ Tucker format or via the canonical model with tensor
rank R1.

Let F be represented in the Tucker format (7). Then (19) can be implemented in the tensor-product form
FHG ¼
XR

k¼1

Xr

m¼1

ckbm1m1m3 Uð1Þk HV ð1Þm1

� �
� Uð2Þk HV ð2Þm2

� �
� Uð3Þk HV ð3Þm3

� �
:

The 1D convolutions Uð‘Þk HV ð‘Þm‘
2 R2n�1 can be computed on an equidistant grid by FFT in Oðn log nÞ operations. This leads to

the overall complexity
N CHT ¼ Oð3rRn log nþ Rr3Þ: ð20Þ
Likewise, approximating F in the rank-R1 canonical format (see (8)) enables us to compute FHG in the form
FHG ¼
XR

k¼1

XR1

m¼1

ckbm Uð1Þk HV ð1Þm

� �
� Uð2Þk HV ð2Þm

� �
� Uð3Þk HV ð3Þm

� �
;

which leads to the numerical cost
N CHC ¼ OðRR1n log nÞ:
3.3. Numerical illustrations on the fast tensor-product convolution

As an example we consider the CH4 molecule. In order to test the performance of our approach for the high accuracy de-
mands of quantum chemical calculations, it becomes necessary to use a pseudopotential on the C atom. We have used a
semilocal energy-adjusted pseudopotential and corresponding basis set of Dolg and co-workers [2]. This enables us to
achieve the desired accuracies on grids x3;n already for values of n that can be easily handled by our MATLAB code.Tensor
approximations of full potentials will require the fast convolution schemes applicable to locally refined grids, see e.g. Refs.
[16,26,27].

The pseudo-density for the CH4 molecule obtained from a Hartree–Fock calculation is given by (16), where K ¼ 4 is the
number of pseudo-orbitals, R0 ¼ 50 and polynomial degreeðPk;iÞ 6 2. In the following we represent the convolving tensor qðxÞ
in the canonical format. In this way, the products of two Gaussians can be written in the form of single Gaussians by
e�kðx�aÞ2 � e�bðx�bÞ2 ¼ er � e�cðx�cÞ2 ; r ¼ kbða� bÞ2

kþ b
; c ¼ kþ b; c ¼ akþ bb

kþ b
;

which leads to the following bound on the initial rank of the input tensor
R2 6
R0ðR0 þ 1Þ

2
¼ 1275: ð21Þ
We approximate VHðxÞ; x 2 x3;n, in (18) via a tensor-product collocation convolution scheme by V ðnÞH on the n�3 tensor-grid
x3;n in the reference cube ½�A;A	3; A ¼ 10:6 bohr. The left part of Fig. 7 gives the approximation error VH � V ðnÞH for the se-
quence of grids with n ¼ 112;224;448. It indicates that the discrete convolution has an accuracy of order Oðh2Þ in the rel-
evant physical domain corresponding to the essential support of qðxÞ (see [26] for detailed error estimates). Following
[26], we then apply the Richardson extrapolation technique to obtain higher accuracy approximations of order Oðh3Þwithout
extra computational cost. The numerical gain of using an extrapolated solution is obtained due to the fact that the approx-
imation error Oðh3Þ on the single grid would require the univariate grid-size N ¼ n3=2 � n. The corresponding Richardson
extrapolant V ðnÞH;Rich approximating VHðxÞ over a pair of nested grids x3;n and x3;2n, and defined on the ‘‘coarse” n�3-grid, is
given by
V ðnÞH;Rich ¼ 4 � V ð2nÞ
H � V ðnÞH

�� .
3 in the grid-points on x3;n:
The right part of Fig. 7 shows the effect of the Richardson extrapolation on a sequence of grids x3;n with n ¼ 112;224;448.
Next we demonstrate the computational efficiency of fully discrete tensor-product convolution to compute the approx-

imate Hartree potential V ðnÞH on a sequence of grids x3;n with n ¼ 32;64;128; . . . ;512. We use the same input data as above
(corresponding to the CH4 molecule) with initial rank R2 ¼ 1275. To reduce the canonical rank, we apply the two-level
scheme as described in [27]: first, we compute the rank-r Tucker decomposition of the input tensor and build the corre-
sponding rank-r2 canonical representation (with r ¼ 15); second, we recompress it to the reduced rank R02 ¼ 120 < r2 using
the slicewise ‘‘truncated” SVD of small r � r matrices. This is a heuristic procedure that allows to reduce the canonical rank of
the convolving tensor. Quantitative estimates on the behaviour of the corresponding singular values seem to be the difficult
problem. In the following we present the related numerical results.

Table 1 compares the elapsed time to compute the discrete convolution on n�3 grid by using the 3D-FFT (asymptotic com-
plexity Oð8n3 log nÞ) and the fast tensor-product scheme of complexityN CHC ¼ OðR02R1n log nÞ described above. We recall that
R1 2 ½10;20	 denotes the tensor rank of the Coulomb coefficient tensor in R3.
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Table 1
Elapsed CPU time (s) to compute the discrete convolution on n�3 grids for the tensor-product scheme ConvCC and 3D-FFT on a Sun Fire X4600 computer with
2.6 GHz processor.

n3 323 643 1283 2563 5123

3D-FFT 0.06 0.41 4.3 55.4 582.8
ConvCC 0.51 0.73 1.26 3.05 10.01

B.N. Khoromskij et al. / Journal of Computational Physics 228 (2009) 5749–5762 5759
Note that in both 3D-FFT based and tensor-product convolution schemes on the n�3 grid one requires the double-size FFT
with grid-size 2n� 1. Since the tensor-product convolution requires only 1D-FFT (negligible cost in the range n 6 104), the
double problem size 2n� 1 does not lead to severe restrictions on CPU-time and on the storage space in the case of fast ten-
sor-product scheme.

Our results indicate that the tensor-product convolution outperforms the conventional 3D-FFT for large problems
ðn P 128Þ. But even more important, it has much less restrictive memory consumptions of order OðRR1n log nÞ compared
with Oðn3 log nÞ. In particular, the 3D-FFT already runs out of memory on the grid x3;512, hence, in the table above, we give
the extrapolated CPU-time �500.0 s in this case.

4. Coulomb matrix and Hartree–Fock energy

In the following, we apply the tensor-product scheme [27] to compute the Coulomb matrix of the Hartree potential for
the CH4 molecule in a GTO basis set. The remaining parts of the Fock operator are computed by the MOLPRO package in a
conventional way. The Coulomb matrix for VH with respect to the set of normalised ‘‘Cartesian Gaussians” fgkg is given by
Jkm :¼
Z

gkðxÞgmðxÞVHðxÞdx; k; m ¼ 1; . . . R0: ð22Þ
Fig. 8(a) visualises the exact Coulomb matrix elements Jkm. The error En between Jkm and its approximation obtained by the
discrete collocation scheme for calculating the Hartree potential VH is given in Fig. 8(b). Results on high accuracy calculations
based on Richardson extrapolation are illustrated in Fig. 9.

Let F ¼ fF kmg ¼ fðgk; FgmÞL2g be the Galerkin matrix of the Fock operator with respect to the normalised Gaussian basis
fgkg and M¼ fMkmg ¼ fðgk; gmÞL2g ðk; m ¼ 1; . . . ;R0Þ be the corresponding overlap matrix. We substitute the Galerkin
matrix J ¼ fJkmg

R0
k;m¼1 from (22), which represents the approximate Hartree potential V ðnÞH in the basis fgkg, into the Fock

matrix
F ¼ F lin þ J þK;
where F lin ¼ gk; � 1
2 Dþ VN

� �
gm

� �
L2

	 
R0

k;m¼1
and K ¼ fðgk;VxgmÞL2gR0

k;m¼1 represent the linear part of the Fock operator and the
exchange potential, respectively.



Fig. 8. (a) Coulomb matrix Jkm for CH4 computed for the GTO basis set k; m ¼ 1; . . . R0. (b) Absolute error of the discrete approximation using Richardson
extrapolation involving the grids with n ¼ 400 and 800.
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Now the total energy of the system is computed by solving the eigenvalue problem
Table 2
Error of
dðn;2nÞ re

k1

k2; k3;

EHF
FWa ¼ kaMWa; a ¼ 1; . . . ;K;
for the first K ¼ N=2 smallest eigenvalues ka (for the CH4 molecule with pseudopotential K ¼ 4). For this computation we
apply the MOLPRO package. The total energy is calculated by
EHF ¼ 2
XK

a¼1

ka �
XK

a¼1

ðeJa � eK aÞ;
with eJa ¼ ðwa;VHwaÞL2 and eK a ¼ ðwa;VexwaÞL2 ða ¼ 1; . . . ;N=2Þ being the so-called Coulomb and exchange integrals, respec-
tively, computed with respect to the orbitals wa ða ¼ 1; . . . ;N=2Þ (compare with (22)). The corresponding errors in the Har-
tree–Fock energy EHF and of individual eigenvalues for different grids are given in Table 2.

Let En 2 RR0�R0 be the error in the Coulomb matrix fJkmg. Notice that both matrices fJkmg and En are symmetric up to
round-off errors. We consider the approximation error in the eigenvalues ka; a ¼ 1; . . . ;K . In this way, we introduce the error
estimator E1ðEnÞ to the energy error based on the k � k1-evaluation of the error matrix En calculated by
E1ðEnÞ ¼ max
j¼1;...;R0

XR0

i¼1

jðEnÞijj:
the Hartree–Fock energy EHF (hartree) and of individual eigenvalues ki computed on different grids, denoted by dn , for the CH4 molecule. The values for
present the Richardson extrapolation error for pairs of grids of size n and 2n, where n ¼ 112; 224 and n ¼ 224;448, respectively.

Exact value d112 d224 d448 dð112;224Þ dð224;448Þ

�0.95072154 0.0148 3:73� 10�3 9:37� 10�4 1:53� 10�5 6:05� 10�6

k4 �0.54457593 0.0121 3:03� 10�3 7:62� 10�4 1:57� 10�5 5:21� 10�6

�7.84226746 0.0113 2:86� 10�2 7:19� 10�3 1:08� 10�4 3:53� 10�5



Table 3
Comparison of error estimators E1 and E2 for Richardson extrapolated Coulomb matrix elements.

n (112,224) (224,448)

E1ðEnÞ 1:1212� 10�4 3:742� 10�5

E2ðEnÞ 6:9� 10�5 2:40� 10�5
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Our numerical results presented in Table 3 indicates that the error estimator E1ðEnÞ gives a quite accurate upper bound to
the approximate total energy. The second row of Table 3 illustrates the validity of the error estimator E2ðEnÞ based on the
discrete k � k2-norm evaluation,
E2ðEnÞ ¼ kEnk2:
Analysis of both estimators can be found, for example, in [31]. In particular, for each individual eigenvalue we have
ka � kðnÞa

�� �� 6 E2ðEnÞ; ka � kðnÞa

�� �� 6 condðPÞE1ðEnÞ;
where the matrix P is defined from the diagonalisation procedureM�1=2FM�1=2 ¼ PDPT with the diagonal matrix D. In our
case we have condðPÞ � 3:46. In Table 2, we present the approximation errors dn and the corresponding extrapolated errors
dðn;2nÞ for the single eigenvalue k1 and the three degenerate eigenvalues k2 ¼ k3 ¼ k4.

From Table 3, we observe that the error estimators E2ðEnÞ and E1ðEnÞ can be utilised for an a priori error estimation to the
total energy based only on precomputed error bounds to the Fock matrix.

5. Conclusions

We have investigated adaptive orthogonal tensor-product approximations for some quantities of interest in Hartree–Fock
and density functional theory. In particular, we studied the convergence rate upon the tensor rank for electron densities,
Coulomb and Hartree potentials as well as for the Hartree–Fock energy for a number of simple molecules.

For the considered molecules, the ALS iterative scheme to compute the orthogonal Tucker-type decomposition has dem-
onstrated robust behaviour providing exponentially fast convergence in the tensor rank r. It is a remarkable fact that the
orthogonal tensor-product ansatz typically provides rather ‘‘uniformly distributed” max-norm errors, so that the tensor
approximant fits the initial electron density equally well at the near- and far-field regions of the nuclear cusps as shown
in Fig. 5.

The orthogonal univariate components of the Tucker-type decomposition resemble the shape of the decomposed electron
density along the corresponding axis and appear to be suitable for the construction of a low-dimensional problem-adapted
set of orthogonal basis functions. We observe that due to the fast decay in the entries of the core tensor (see Fig. 4) the
Tucker-type approximation with moderate rank already represents the physical quantity with satisfactory accuracy.

The convolution integral representing the Hartree potential is computed by the fully discrete tensor-product collocation
scheme combined with the Richardson extrapolation on a sequence of grids. Our approach exhibits Oðh3Þ convergence rate
with h ¼ Oðn�1Þ. It requires Oð3rnþ r3Þ storage, where r denotes the Tucker rank of the electron density with r 
 n, specif-
ically, r ¼ Oðlog nÞ. This method ensures, in particular for the CH4-molecule, the relative accuracy of the order of 10�6, on the
fine n�3 grid with n � 500. It requires low computational resources since the corresponding three-dimensional discrete con-
volution transform is performed via 1D tensor-product FFT. This leads to sublinear complexity Oðnlog3nÞ instead of the cost
of the conventional 3D-FFT, Oðn3 log nÞ. In this way, the presented approach offers a principal step toward the numerical
solution of the Hartree–Fock/Kohn–Sham equations in the fully discrete tensor-product format with linear scaling in the uni-
variate grid-size n.
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